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• Filesystem s

• System  State

• W indows 2000
  System  Services

windows 2000
com ponents to
be backed up



• FAT16

• FAT32

• NTFS 4.0

• NTFS 5.0

• CDFS

• UDF

filesystem s

Supported filesystem s on windows 2000 system s



• Reparse Points

• Directory Junctions

• Volum e M ount Points

• Single Instance Storage

• Rem ote Storage Service

• Encrypted files

• Sparse files

• disk quota

• Posix Hard Links

• Logical Volum e M anager

new features in
ntfs 5.0



• Boot Files (ntldr.exe,
  ntdetect.com , boot.ini)

• Registry

• Com + database

• Active Directory service

• System  Volum e Inform ation

• Certificate Server

• Cluster Database

system  state



• User Profiles

• Event Log

• User disk quota

• DNS Server database

• DHCP

• Rem ovable Storage
  M anager database

• File Replication Server
  configuration data

• Term inal Server

system  services
and other system
com ponents

Com ponents of the system  that can not be backed up
in a consistent way by a sim ple data file read and that
are not part of M icrosoft’s definition of system  state



• Prim ary Restore
   perform ed when one dom ain
   controller has to be rebuilt.
   Database will be updates from
   other dom ain controllers that
   share the sam e database.

• Non-Authoritative Restore
   perform ed when a database is
   dam aged. The database will be
   updated by other dom ain controllers

• Authoritative Restore
   Perform ed when an Active Directory
   object has been deleted. DB changes
   are replicated to the other dom ain
   controllers

recovery
options for

system  services

Explained on the exam ple of Active
Directory Service
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exchange 5.5
storage

com ponents

Com ponents of every M S Exchange
5.5 Server

One Inform ation store per
server or cluster

Directory
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Log
file

Log
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Log
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exchange 2000
storage

com ponents

Resides on 
dom ain controllers
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Inform ation
 Store

Inform ation
 Store

Inform ation
 Store

Storage
Group 1

Storage
Group 2

The directory store now is part of the active
directory stored on the dom ain controllers.
Each Exchange 2000 Servers can hold
m ultiple Storage groups, each storage
group can hold m ultiple databases that

share one set of log files.



• Browsing for storage
  groups and stores

• M ultiple storage groups
  can be backed up in parallel

• Each storage group can run
  one backup at a tim e

• No API for directory store,
  is backed up as part of the
  Active Directory Service

backup/restore
api changes



• Online backup only

• Backup types:

• Full

• Increm ental, backs up
  log files only

• One backup per instance
  (storage group ) at a tim e
  (stores within the instance
  are backed up sequentially)

backup/restore
api lim itations

Lim itations im posed by the API
M icrosoft provides for backup/recovery

of an Exchange Server
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m s sql server
com ponents

Each SQL Server instance has a m aster database
that holds system  and db configurations.

User defined databases consist of data files that can
be grouped and a set of log files

M aster DB: 
holds system  and db configurations

Db file Log files

Per user defined DB: 

Db file Db file Db file Db file

File group 

Db file Db file Db file Db file

File group 

Log files



the virtual
device interface

vdi

In case the tape devices are
connected directly to the sql server.
Only very few backup solutions
support the direct m ode today

Media
Management
Software

SQL Server

VDI
Shared-memory

Media
Management

Software
Shared-memory

traditional backup

SQL Server

VDI
shared-memory

Media
Management
Software

vdi direct m ode backup



• Full database backup
  (data files and logs are
  backed up)

• Differential backup
  (only changes in the data
  files are backed up and log
  files created during backup)

• Transaction log backup
  (only log files are
  backed up)

backup types

To be able to recover from  a disaster
m ake sure to have a current backup
of m aster, distribution and and m sdb

databases



• Restore to different server

• By selected backup

• Point in tim e restore
  (uses “stop at” option)

• Restore only this backup

• Full restore of database

• Force restore over existing
  database

• Recovery com pletion state:
  operational, non-operational
  or read-only

restore options

Not all backup solutions support all options



• Install O perating System

• Install SQL Server

• Install Backup software

• Restore m aster database
   SQL Server has to be in Single-user
   m ode

• Restore all other databases

disaster recovery



new challenges in
the window s 2000

environm ent

data m anagem ent
with sql 2000

exchange 2000
data protection
considerations

enterprise solutions:

san backups

clustering

snap shot backup



scsi lim itations

Distance between the m achines and
storage devices

• m ax. 25 m

!   Vaulting is needed to protect data

!   Servers need to stand close to the
  SCSI devices

Throughput of SCSI

• 20 M B/s

• 40 M B/s for ultra SCSI

Connectivity for devices

• O n the server, lim ited num ber of PCI slots

!  Becom es a bottleneck

• Each drive is only connected to one server

!  Becom es a bottleneck

Netw ork bandwidth used for backup



Fiber Channel

Distance between the m achines and a fiber
device can go up to 2 km
(10 km  long wave).

Throughput of one fiber connection is
100 M B/s (65 M B/s long distance)

• 5 tim es of the SCSI perform ance

• fiber channel M UX 50 M B/s

Connectivity for devices can go up to
125 devices with AL, alm ost unlim ited
with fabric

• fiber channel M UX can have 4 SCSI
connections

! with a M UX 4 tim es as m any
 drives as with SCSI

No Netw ork needed for backup



applications still talk scsi

SCSI

FibreChannel

 Fibre Channel is the Transport Layer the protocol is still SCSI



Fiber Channel Configurations

Fibre Channel

Fiber Channel M UX

"  Im proved perform ance
"  Better utilization of resources

Mux

Fibre Channel

Direct Connect

"  Im proved perform ance & connectivity
"  Increased distance & reliability

Arbitrated Loop

"  Device-device com m unication
"  Im proved perform ance &
 connectivity
"  can be redundant (2 loops)

AL-Hub

Arbitrated Loop

"  Device-device com m unication
"  Im proved perform ance &
    connectivity highly scalable
"  can be redundant 

FC Switch



m icrosoft cluster
server

advanced server

The Advanced Server allows to
have 2 nodes in a cluster

LAN

    Secondary
M S SQL
Server

Prim ary M S
SQL

Server

Fiber ChannelFiber Channel
Hub/Switch

Tape Library

Disk Array

Heartbeat
LAN



m icrosoft cluster
server

datacenter server

The Datacenter Server allows up to
4 nodes in a cluster

Disk Array



Snap Shot
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restore possibilities

Amsterdam
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Restore
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Amsterdam
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T

Restore

Backup

Restore to Application Host
Restore to Backup Host with or
without disk resynchronization



backup server as 
standby server

S

T

• Not an out of the box supported 
  solution
• Failover script needs m odification

• All backup m ust be aborted prior
  to failover 

• After failover the backup concept 
  changed

• The backup specification m ust be
   changed
• Online backup is perform ed
   instead of split m irror backup

• Not a true online recovery
• Failover m ust wait for abort
   of backup
• Abort can take several m inutes

S S

T

Appl.
Server

Bkp.
Server

Appl.
Server

Bkp.
Server
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For further inform ation:
http://www.openview.hp.com /




