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Storage overStorage over
Ethernet :Ethernet :

key key to theto the new new
always-on Internetalways-on Internet
infrastructure infrastructure forfor
service providersservice providers

andand  enterprise alikeenterprise alike

Brice ClarkBrice Clark
Director, Strategic PlanningDirector, Strategic Planning

Network Infrastructure SolutionsNetwork Infrastructure Solutions
Network Storage Solutions OrganizationNetwork Storage Solutions Organization

Marketing DirectorMarketing Director
SNIA IP Storage ForumSNIA IP Storage Forum



e-appliancese-appliances
!! today they are PCs,today they are PCs, PDAs PDAs,,

cellular phones and pagerscellular phones and pagers
!! tomorrow they are anythingtomorrow they are anything

and everything that can holdand everything that can hold
a small and increasinglya small and increasingly
much smaller microchipmuch smaller microchip
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!! any asset that can beany asset that can be
turned into a service forturned into a service for
delivery over the net todelivery over the net to
drive profit, create revenuedrive profit, create revenue
or generate efficiencyor generate efficiency

e-servicese-services
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!! necessary to support millionsnecessary to support millions
and millions of transactionsand millions of transactions
and appliancesand appliances

!! ushering in the new ageushering in the new age
internet data centerinternet data center

always onalways on
infrastructureinfrastructure
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!! the evolution of the network:the evolution of the network:
the ethe e22 vision vision

!! storage joins the estorage joins the e22 vision vision
!! enabling the new age alwaysenabling the new age always

on infrastructure with eon infrastructure with e22

always onalways on
infrastructureinfrastructure
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ethernetethernet everywhere everywhere

today’s
data center
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cable

telephony
(VoIP)

"" 1990’s:1990’s: the dominant LAN the dominant LAN
"" late 1990’s:late 1990’s: switched LAN switched LAN

## no protocol related distance limitsno protocol related distance limits
## 10/100/1000Mbps + 10 Gig in 200210/100/1000Mbps + 10 Gig in 2002

"" today:today:
virtually all traffic beginsvirtually all traffic begins
and/orand/or ends  ends as anas an Ethernet Ethernet
frame frame with anwith an IP header IP header

"" today: today: ethernetethernet LANs LANs
connect to connect to WANsWANs with with
routersrouters

"" today: today: key innovationskey innovations
enable the impossible:enable the impossible:
eliminate the WAN andeliminate the WAN and
build a global LAN …build a global LAN …
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ee22

ethernetethernet everywhere everywhere

gigabit gigabit ethernetethernet is already is already
being deployed in being deployed in MAN’sMAN’s
by new service providersby new service providers

such as such as Yipes Yipes andand
TelseonTelseon

the price is about $1000the price is about $1000
per 100 Mbps ofper 100 Mbps of

bandwidth per month --bandwidth per month --
about about 200 times the200 times the

price/performanceprice/performance of of
conventionalconventional
T1/E1 lines !!T1/E1 lines !!
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!! storage/server splitstorage/server split
growing to 75/25 by 2003growing to 75/25 by 2003

!! storage growing fromstorage growing from
4% to 17% of overall IT4% to 17% of overall IT
spending by 2003spending by 2003

relative storagerelative storage
spending increasingspending increasing

!! added 15 terabytes in 1999added 15 terabytes in 1999
!! increasing to 150 terabytesincreasing to 150 terabytes

in 2003in 2003

fortune 1000 storagefortune 1000 storage

!! massive storagemassive storage
requirementsrequirements

!! doubling every 3 to 4 monthsdoubling every 3 to 4 months

ASP and SSPASP and SSP

0%

25%

50%

75%

100%

1996 1998 2001 2003

Server
Storage

source: IDC

“Storage is becoming the“Storage is becoming the
absolute center of ITabsolute center of IT
Infrastructure; servers areInfrastructure; servers are
becoming the peripherals.”becoming the peripherals.”

Carl HoweCarl Howe
Forrester ResearchForrester Research
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evolution of storageevolution of storage

increased efficiency and productivityincreased efficiency and productivity

e

SCSI orSCSI or
FCFCserversservers

disc’s or array’sdisc’s or array’s

ethernetethernet
networknetwork

server centricserver centric
(direct attach)(direct attach)

non-proprietary
host-managed

• inefficient
• economic
• simple
• private

non-proprietarynon-proprietary
host-managedhost-managed

•• inefficientinefficient
•• economiceconomic
•• simplesimple
•• privateprivate

storage centricstorage centric
(consolidated, SAN, NAS)(consolidated, SAN, NAS)

e

fibrefibre
channelchannel

SANSAN
serversservers

array’sarray’s

ethernetethernet
networknetwork

fc

ethernetethernet
networknetwork

serversservers

filefile
serversservers“NAS“NAS

head”head”

e

clientsclients
workgroupworkgroup

NASNAS

filesfiles
NFS/CIFSNFS/CIFS

serversservers

ethernetethernet
networknetwork

storagestorage
systemsystem

fibrefibre
channelchannel

(SCSI, ESCON)(SCSI, ESCON)

e

fc blocksblocks

managed proprietary storage
• more efficient
• complex
• more scalable
• shared

managed proprietary storagemanaged proprietary storage
•• more efficientmore efficient
•• complexcomplex
•• more scalablemore scalable
•• sharedshared

ethernetethernet
unifiedunified
fabricfabricdy
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e-MANe-MAN

network & servicenetwork & service
centriccentric

non-proprietary
managed services

• very efficient
• low COO
• automated
• highly scalable
• globally shared

non-proprietarynon-proprietary
managed servicesmanaged services

•• very efficientvery efficient
•• low COOlow COO
•• automatedautomated
•• highly scalablehighly scalable
•• globally sharedglobally shared
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ethernetethernet everywhere everywhere

the IETF is already wellthe IETF is already well
along in creating a newalong in creating a new

standard called iSCSI thatstandard called iSCSI that
will catapult will catapult ethernetethernet

forward as a networkingforward as a networking
technology for all typestechnology for all types

of storageof storage

we call it we call it SoE SoE or Storageor Storage
over Ethernetover Ethernet
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!! dark fiberdark fiber
!! point-to-point point-to-point FibreFibre Channel Channel

!! DWDMDWDM
!! point-to-point point-to-point FibreFibre Channel Channel

!! FCIP and FCIP and iFCPiFCP
!! connect existing connect existing FibreFibre

Channel Channel SANsSANs over distance over distance
!! both encapsulate FCP inboth encapsulate FCP in

TCP/IPTCP/IP
!! iSCSIiSCSI

!! a new approach to networkeda new approach to networked
storage leveraging ubiquitousstorage leveraging ubiquitous
Ethernet and TCP/IPEthernet and TCP/IP

!! natively interconnect hostsnatively interconnect hosts
and storage devices across aand storage devices across a
TCP/IP interconnectTCP/IP interconnect

transportingtransporting
storagestorage



connecting storage to networks todayconnecting storage to networks today

company private

SCSI via
FCP and

Fibre
Channel

FC over IP
(FCIP)

Internet FC
Protocol
(iFCP)

Network
Attached
Storage

(NFS, CIFS)

Direct
Access

File System
(DAFS)

hosts
connect to
storage via

Fibre
Channel

(SAN)

interconnect
FC SANs
with an IP
network

IP fabric:
hosts &
storage

attached to
FC/Ethernet

GW

uses a filer

uses VI and
writes files
directly to

host
memory

HP, IBM,
EMC,

Compaq

vendors like
CNT,

Gadzoox,
SAN Valley
will likely
migrate

Nishan
NetApps,
Auspex,

EMC, SUN,
HP, IBM

NetApps,
Intel

block level I/O file level I/O

SCSI over
TCP/IP
(iSCSI)

hosts
directly
access

storage via
Ethernet &

TCP/IP

HP, IBM,
Cisco,
others



positioningpositioning
iSCSIiSCSI
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!! LAN (Ethernet) and WANLAN (Ethernet) and WAN
(TCP/IP) compatible(TCP/IP) compatible

!! a SAN without a seconda SAN without a second
network technologynetwork technology

a new way ofa new way of
transporting storagetransporting storage

!! new customers that arenew customers that are
primarily direct attachprimarily direct attach
todaytoday

!! ready for ready for SANs SANs but not abut not a
second networksecond network

!! want to extend storagewant to extend storage
to the WAN and Internetto the WAN and Internet

expanding the marketexpanding the market
for for SANsSANs



iSCSI protocoliSCSI protocol
aa transport protocol alternative  transport protocol alternative forfor SCSI SCSI

thatthat operates  operates overover TCP/IP TCP/IP
host SCSI command set

Parallel Bus

iSCSI

TCP

IP

Ethernet

FCP

Fibre Channel

storage device (array, tape)

Ethernet
header TCPIP

header
iSCSI

header CRCSCSI payload data …

thethe frame format frame format



SNIA IP Storage Forum MembersSNIA IP Storage Forum Members

company private

AdaptecAdaptec
ADICADIC
AgilentAgilent Technologies Technologies
AlacritechAlacritech
AristosAristos Logic Logic
BrocadeBrocade
CerevaCereva Networks Networks
CiscoCisco
CompaqCompaq
ConnexConnex
CrossroadsCrossroads
EMCEMC
EmulexEmulex
EntradaEntrada Networks Networks
EurologicEurologic

FalconStorFalconStor
GadzooxGadzoox Networks Networks
Hewlett-PackardHewlett-Packard
Hitachi Data SystemsHitachi Data Systems
IBMIBM
Intel CorporationIntel Corporation
JNIJNI
LegatoLegato
LSI Logic CorporationLSI Logic Corporation
Lucent TechnologiesLucent Technologies
NetConvergenceNetConvergence
NECNEC
NishanNishan Systems Systems Pirus Pirus
NetworksNetworks
PlatysPlatys

CommunicationsCommunications
QLogicQLogic
Quantum|ATLQuantum|ATL
Rhapsody NetworksRhapsody Networks
SAN Valley SystemsSAN Valley Systems
Spectra LogicSpectra Logic
StoneFlyStoneFly Networks Networks
StoreAgeStoreAge
StorageStorage Tek Tek
Sun MicrosystemsSun Microsystems
Tokyo Electron LtdTokyo Electron Ltd
Troika NetworksTroika Networks
VixelVixel

mission:mission: market and promote standards-based block market and promote standards-based block
storage networking solutions using IP networksstorage networking solutions using IP networks



Customer Value PropositionCustomer Value Proposition
openopen
!! leverages massive industryleverages massive industry

investment in Ethernet/TCP/IPinvestment in Ethernet/TCP/IP
!! heterogeneous OS supportheterogeneous OS support
!! application agnosticapplication agnostic

environmentenvironment
!! IETF iSCSI standardIETF iSCSI standard

!! proven and mature “existing”proven and mature “existing”
management infrastructuremanagement infrastructure
leverageleverage

!! seamless monitoring andseamless monitoring and
billing of storagebilling of storage

!! minimizes the footprintminimizes the footprint
(single consolidated ‘network’(single consolidated ‘network’
to manage)to manage)

!! unlimited scalability ofunlimited scalability of
storage capacity andstorage capacity and
performanceperformance

!! enables convergence of NASenables convergence of NAS
and SANand SAN

!! seamless remote storage viaseamless remote storage via
Ethernet/Optical/IP MAN/WANEthernet/Optical/IP MAN/WAN

!! economical redundancy andeconomical redundancy and
availabilityavailability

!! enables highly availableenables highly available
serverlessserverless, automatic, automatic
backup/restorebackup/restore

!! leverages existing Ethernetleverages existing Ethernet
high availability technologieshigh availability technologies

manageablemanageable

scalablescalable availableavailable
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SoESoE
solution frameworksolution framework

NT
iSCSI / TOE

Linux
iSCSI / TOE

HP-UX
iSCSI / TOE

Solaris
iSCSI / TOE

Gig EGig E

SoE design centerSoE design center

template solutionstemplate solutions
•• enterpriseenterprise
•• iDCiDC

SoESoE makes makes
storage simplestorage simple

!!storagestorage that’s plug-and- that’s plug-and-
play the play the ethernetethernet way … way …
easyeasy

!!storagestorage that’s linked that’s linked
with one intelligentwith one intelligent
ethernetethernet  fabric …fabric …
expandableexpandable

!!storagestorage that extends that extends
and grows with and grows with ethernetethernet
… … everywhereeverywhere

ext drives (jbod)

mgmt server

mgmt
client

100/100/
Gig EGig E

tape library

100/100/
Gig EGig E

100/100/
Gig EGig E

iSCSI

iSCSI

internal drives

iSCSI / TOE

NAS head

backup controller

e-MANe-MAN
e-WANe-WAN

e-Internete-Internet
array controller

e-storagee-storage
easy, expandable,easy, expandable,

everywhere, etherneteverywhere, ethernet

e2 fabric



“It’s easy for me to upgrade my existing“It’s easy for me to upgrade my existing
Ethernet to support storage.  I knowEthernet to support storage.  I know
how to do that and I know it will work.  Ihow to do that and I know it will work.  I
just don’t want another network.”just don’t want another network.”

Sony AmericaSony America
IT ManagerIT Manager

“We have three major data centers and“We have three major data centers and
using Fibre Channel SANs andusing Fibre Channel SANs and
gateways to TCP/IP is just too complex.gateways to TCP/IP is just too complex.
We’ve been slow to adopt FC because itWe’ve been slow to adopt FC because it
hasn’t worked well.  We think thehasn’t worked well.  We think the
company that can provide native IPcompany that can provide native IP
storage in the next 12 to 18 months willstorage in the next 12 to 18 months will
have a tremendous advantage.”have a tremendous advantage.”

Bill TelfordBill Telford
Proctor and GambleProctor and Gamble

Director of Worldwide IT SystemsDirector of Worldwide IT Systems

customers speakcustomers speak
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analysts speakanalysts speak

“Storage is the killer app for Networking”“Storage is the killer app for Networking”
Steve Steve DuPlessieDuPlessie

Senior AnalystSenior Analyst
Enterprise Storage GroupEnterprise Storage Group
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storage:storage:
networking's killer appnetworking's killer app

!! high bandwidthhigh bandwidth
requirements requirements (10 (10 gigEgigE))

!! scalability is key inscalability is key in
with rapidly expandingwith rapidly expanding
storage requirementsstorage requirements

!! quality of service withquality of service with
low latencylow latency

!! high availability /high availability /
transparencytransparency

!! load balancing /load balancing /
adaptive provisioningadaptive provisioning

SoESoE
solution frameworksolution framework

NT
iSCSI / TOE

Linux
iSCSI / TOE

HP-UX
iSCSI / TOE

Solaris
iSCSI / TOE

Gig EGig E

SoE design centerSoE design center

template solutionstemplate solutions
•• enterpriseenterprise
•• iDCiDC

ext drives (jbod)

mgmt server

mgmt
client

100/100/
Gig EGig E

tape library

100/100/
Gig EGig E

100/100/
Gig EGig E

iSCSI

iSCSI

internal drives

iSCSI / TOE

NAS head

backup controller

e-MANe-MAN
e-WANe-WAN

e-Internete-Internet
array controller
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“While the benefits of network storage“While the benefits of network storage
remain unmistakable, the cost andremain unmistakable, the cost and
complexity ofcomplexity of fibre fibre channel have left channel have left
many exploring the viability of lessmany exploring the viability of less
costly and easier to manage native IP-costly and easier to manage native IP-
based SAN solutions.”based SAN solutions.”

        Credit Suisse First BostonCredit Suisse First Boston

analysts speakanalysts speak

“Storage is the killer app for Networking”“Storage is the killer app for Networking”
Steve Steve DuPlessieDuPlessie

Senior AnalystSenior Analyst
Enterprise Storage GroupEnterprise Storage Group

““Do we really need a second local areaDo we really need a second local area
network (LAN) technology andnetwork (LAN) technology and
infrastructure simply to support server-infrastructure simply to support server-
to-storage device data traffic?  Weto-storage device data traffic?  We
believe (IP storage) will supplant Fibre-believe (IP storage) will supplant Fibre-
Channel (FC)-based SANs as the primaryChannel (FC)-based SANs as the primary
conduit for enterprise data traffic in theconduit for enterprise data traffic in the
next five years.next five years.””

Stan Stan SchattSchatt
Colin Colin RankineRankine

GigaGiga
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Internet Data Center
(iDC) unified fabric

Internet Data Center
(iDC) unified fabric

unified fabric
utility

storage
utility

integrated system mgmt

processing
utility

56K
DSL

cable

telephony
(VoIP)

ee22

ethernetethernet everywhere everywhere

SoE SoE will enable a unifiedwill enable a unified
switching fabric that willswitching fabric that will

combine processingcombine processing
pools and storage poolspools and storage pools

with a single networkwith a single network
technology --technology --

ethernetethernet
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access
tier

web
tier

application
tier

database
tier

internet

edge routers

routing
switchesauthentication, DNS,

intrusion detect, VPN
web cache 1st level firewall

2nd level firewall

load balancing
switches

web 
servers

web page storage
(NAS)

database
SQL servers

storage area
network
(SAN)

application
servers

files
(NAS)

switches

switches

today, a telco DSL, T1,T3, ATM, Sonet infrastructure

!! four tiersfour tiers
!! customize bottom 3customize bottom 3
!! implement many timesimplement many times

!! per customerper customer
!! per serviceper service

!! unmet needsunmet needs
!! rapid deploymentrapid deployment
!! rapid reconfigurationrapid reconfiguration
!! rapid adjustment torapid adjustment to

loadload
!! always-onalways-on

today’s internettoday’s internet
data centerdata center
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new age internet data center - iDCnew age internet data center - iDC

unified fabric
utility

processing
utility

storage
utility

integrated systems mgmtintegrated systems mgmt

Internet
(optical/ethernet/IP fabric)

1-10 GbE optical pipes1-10 GbE optical pipes

xSP private LAN
(ethernet/IP fabric)

      access tier      access tier      access tier

web
tier

webweb
tiertier

apps
tier

appsapps
tiertier

data
tier

datadata
tiertier

per customer or service,per customer or service,
dynamically configured todynamically configured to

expand and contractexpand and contract
available service levelsavailable service levels

based on demandbased on demand

web
tier

webweb
tiertier

apps
tier

appsapps
tiertier

data
tier

datadata
tiertier

web
tier

webweb
tiertier

apps
tier

appsapps
tiertier

data
tier

datadata
tiertier

e-mail, b2b, b2c, webe-mail, b2b, b2c, web
hosting, apps-on-tap, e-hosting, apps-on-tap, e-

services, storage backupservices, storage backup
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Internet Data Center
(iDC) unified fabric

Internet Data Center
(iDC) unified fabric

unified fabric
utility

storage
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“last m
ile”

ethernet
“last m

ile”

ethernet

telephony
(VoIP)

ee22

ethernetethernet everywhere everywhere

the new internet datathe new internet data
centers or centers or iDCs iDCs will takewill take

advantage of the newadvantage of the new
“e-“e-MANsMANs” and “e-” and “e-WANsWANs””

to deliver highto deliver high
performance services toperformance services to

business …business …
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optical l’soptical l’s

customercustomer
site networksite network

ethernet metro
access switch --
nearest POP to

customer or iDC

ethernet metroethernet metro
access switch --access switch --
nearest POP tonearest POP to

customer or iDCcustomer or iDC

ethernet premises
demarcation

switch --
provisions

services to the
customer LAN

ethernet premisesethernet premises
demarcationdemarcation

switch --switch --
provisionsprovisions

services to theservices to the
customer LANcustomer LAN

ethernet iDC
demarcation

switch --
provisions onto

MAN fabric,
secure access

list firewall

ethernet iDCethernet iDC
demarcationdemarcation

switch --switch --
provisions ontoprovisions onto

MAN fabric,MAN fabric,
secure accesssecure access

list firewalllist firewall

optical switch
with optional

DWDM
add/drop
capability

optical switchoptical switch
with optionalwith optional

DWDMDWDM
add/dropadd/drop
capabilitycapability

optical iDCoptical iDC
public optical ethernet MAN (e-MAN) fabric-to-fabricpublic optical ethernet MAN (e-MAN) fabric-to-fabric

the unified fabric extended seamlessly to enterprise customersthe unified fabric extended seamlessly to enterprise customers
copyrighted material -- do not duplicate or distribute in hardcopy or e-mail form without written permission from hp



optical l’soptical l’s

customercustomer
site networksite network

ethernet metro
access switch --
nearest POP to

customer or iDC

ethernet metroethernet metro
access switch --access switch --
nearest POP tonearest POP to

customer or iDCcustomer or iDC

ethernet premises
demarcation

switch --
provisions

services to the
customer LAN

ethernet premisesethernet premises
demarcationdemarcation

switch --switch --
provisionsprovisions

services to theservices to the
customer LANcustomer LAN

ethernet iDC
demarcation

switch --
provisions onto

MAN fabric,
secure access

list firewall

ethernet iDCethernet iDC
demarcationdemarcation

switch --switch --
provisions ontoprovisions onto

MAN fabric,MAN fabric,
secure accesssecure access

list firewalllist firewall

optical switch
with optional

DWDM
add/drop
capability

optical switchoptical switch
with optionalwith optional

DWDMDWDM
add/dropadd/drop
capabilitycapability

direct fabric-to-
fabric optical

connection -- no
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